
Notation. {𝒙𝒙𝑖𝑖}𝑖𝑖=1𝑁𝑁 is a current mini-batch, 𝑡𝑡1 is strong augmentation, 𝑡𝑡2 is weak 
augmentation, 𝜃𝜃 is online encoder, and 𝜙𝜙 is momentum encoder.

How to construct online pseudo-task when meta-training?
• Queries: {𝒙𝒙𝑖𝑖}𝑖𝑖=1𝑁𝑁 , where query representations are {𝐪𝐪𝑖𝑖}𝑖𝑖=1𝑁𝑁

• Supports: Sample from momentum queue {�𝒛𝒛𝑖𝑖}𝑗𝑗=1𝑀𝑀 , which are semantically 
similar to queries while all sampled supports are different. It is obtained by 
solving the following optimization problem via a matching algorithm:

Meta-training. Our objective for learning pseudo-tasks is as follows:

where 𝐤𝐤𝑗𝑗 are support representations sampled by the matching algorithm and
𝑨𝑨 ∈ {0,1}𝑁𝑁×𝑁𝑁𝑁𝑁 is pseudo-label assignment matrix.

Meta-test. We use prototypes of supports for prediction:

where 𝒛𝒛𝑠𝑠,𝐪𝐪𝑞𝑞 are support and query representations, respectively,
Inspired by the following interpretation of ℒPsCo:

Adaptation scheme for cross-domain few-shot classification:
• Treat each support sample as a query
• Freeze the backbone and fine-tune only the projector and the predictor

Unsupervised meta-learning learns generalizable knowledge about tasks from 
unlabeled data. It can solve unseen, yet relevant tasks. However, it requires to 
construct synthetic tasks to meta-learn without labels:
• Assigning pseudo-labels and applying supervised meta-learning

(e.g., CACTUs [1], UMTRA [2])

• Utilizing generative models for generating synthetic tasks
(e.g., LASIUM [3], Meta-GMVAE [4], Meta-SVEBM [5])

Key idea: Construct pseudo-tasks online via momentum representations and 
apply contrastive learning.
• Momentum network can improve pseudo-labeling progressively
• Momentum queue can construct diverse tasks in an online manner without 

generative models

Unsupervised Meta-learning via Few-shot
Pseudo-supervised Contrastive Learning

TL; DR. Constructing online pseudo-tasks via momentum representations and applying contrastive learning
improves the pseudo-labeling strategy progressively for meta-learning.
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Summary of Contribution
We propose Pseudo-supervised Contrast (PsCo), an effective unsupervised meta-
learning framework for few-shot classification, which constructs diverse pseudo-
tasks without labels progressively utilizing the momentum network and the queue 
of previous batches.

Extensive experiments demonstrate that
1. PsCo achieves SotA performance on standard few-shot tasks
2. PsCo shows superiority on cross-domain few-shot tasks
3. PsCo is applicable to large-scale architectures/datasets

PsCo achieves state-of-the-art performance on standard (first table) and cross-
domain (second table) few-shot benchmarks (ConvNet).
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Huiwon JangA*,  Hankook LeeB*†,  Jinwoo ShinA AKorea Advanced Institute of Science and Technology (KAIST), BLG AI Research *Equal contribution   †Work done at KAIST

Research Question 1: How to progressively improve a pseudo-labeling strategy 
during meta-learning?

Research Question 2: How to construct diverse tasks without generative models 
so that we can scale the methods into large-scale?
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PsCo can be scale into large-scale (ResNet-50 ImageNet-pretrained).

Component ablation shows the importance of each components.
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