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Importance of modality-agnostic self-supervised learning
• Modality-agnostic SSL learns representation without modality-specific inductive bias

• SSL has achieved a remarkable success in various fields: Vision (SimCLR, MAE), NLP (BERT, GPT), …
• Benefit: We can apply SSL approach to pretrain new & long tail of modality or domain

2[1-2] Tamkin et al., DABS: A Domain-agnostic Benchmark for Self-supervised Learning, NeurIPS Datasets and Benchmarks, 2021
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(Motivation) Masked Auto-Encoder
• MAE is a powerful SSL framework for various domains

• MAE do not need any domain-specific inductive bias
• Not only image domain (MAE), but also Language (BERT), Tabular (Vime), Audio (AudioMAE)

Research Questions
• Is MAE indeed a modality-agnostic with a proper decoder?
• How can we improve MAE in a modality-agnostic manner?
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[1] He et al., Masked Autoencoders are Scalable Vision Learners, CVPR 2022
[2] Devlin et al., BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, NAACL 2019

MAE [1] (Modality: Image) BERT [2] (Modality: Language)



(Motivation) Masked Auto-Encoder
• Is MAE indeed a modality-agnostic with a proper decoder?
• Observation: MAE with a proper decoder size outperforms previous approaches

• Improving MAE must be a promising direction to be better modality-agnostic SSL
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(Motivation) Masked Auto-Encoder
• How can we improve MAE in a modality-agnostic manner?
• MAE can be interpreted as an amortization-based meta-learner

• We can improve MAE by leveraging the advances of meta-learning
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Task formulation of MAE (# task = 1)
• Tokenize x ≔ 𝑚𝑚, �x 𝑚𝑚

𝑚𝑚=1
𝑀𝑀

= 𝒮𝒮x ∪ 𝒬𝒬x
• 𝒵𝒵x = 𝑓𝑓𝜃𝜃(𝒮𝒮x)
• �x 𝑞𝑞 = 𝑔𝑔𝜙𝜙

𝑞𝑞 𝒵𝒵x ≔ 𝑔𝑔𝜙𝜙 𝑞𝑞;𝒵𝒵x

Amortization-based meta-learning (# task = 1)
• 𝒮𝒮 ∪ 𝒬𝒬 = x𝑖𝑖 , y𝑖𝑖 𝑖𝑖=1

𝑁𝑁 ∼ 𝒯𝒯: Sampling task
• 𝒵𝒵 = 𝑓𝑓𝜃𝜃(𝒮𝒮): Memory
• y(𝑞𝑞) = 𝑔𝑔𝜙𝜙 x(𝑞𝑞);𝒵𝒵



Method: Meta-learned Masked Auto-Encoder (MetaMAE)
• How can we improve MAE in a modality-agnostic manner?
• Idea: Reconstruction from adapted latent representations + Task contrast
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Method: Meta-learned Masked Auto-Encoder (MetaMAE)
• Idea: Reconstruction from adapted latent representations + Task contrast

• We assume that tokenized x is a few-shot prediction task
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Tokenize x ≔ 𝑚𝑚, �x 𝑚𝑚
𝑚𝑚=1
𝑀𝑀

= 𝒮𝒮x ∪ 𝒬𝒬x: Reconstructing a token from an index is task 



Method: Meta-learned Masked Auto-Encoder (MetaMAE)
• Idea: Reconstruction from adapted latent representations + Task contrast

• We assume that tokenized x is a few-shot prediction task
• Latent adaptation via Gradient-based meta-learning to predict queries

• 𝒵𝒵x∗ = 𝒵𝒵x − 𝛼𝛼∇𝒵𝒵xℒ𝑀𝑀𝑀𝑀𝑀𝑀(𝜃𝜃,𝜙𝜙; 𝒮̃𝒮x)
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• ℒ𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 x,𝜃𝜃,𝜙𝜙 = ∑(𝑞𝑞,�x 𝑞𝑞 )∈𝒬𝒬x 𝑑𝑑(�x 𝑞𝑞 ,𝑔𝑔𝜙𝜙
𝑞𝑞 𝒵𝒵x∗ )

  where 𝑑𝑑 �,�  is a discrepancy function 
                 (𝑙𝑙2-norm for continuous & cross-entropy for discrete)



Method: Meta-learned Masked Auto-Encoder (MetaMAE)
• Idea: Reconstruction from adapted latent representations + Task contrast

• We assume that tokenized x is a few-shot prediction task
• Latent adaptation via Gradient-based meta-learning to predict queries
• Task contrastive learning between task-agnostic and task-specific representations
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Representations from the same task

• zx and zx∗ : Task representation
• 𝒯𝒯 = ⋃x{zx, zx∗ }: Collection of all representations of tasks

• ℒ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐𝑐𝑐 x,𝜃𝜃,𝜙𝜙 = 1
2

[𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐 zx; zx∗ ,𝒯𝒯\{zx∗ } + 𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐 zx∗ ; zx,𝒯𝒯\{zx} ]

 where 𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐 z; z+, {z−} = − log exp(𝑠𝑠𝑠𝑠𝑠𝑠 z,z+ /𝜏𝜏) 
exp(𝑠𝑠𝑠𝑠𝑠𝑠 z,z+ /𝜏𝜏) +∑z− exp(𝑠𝑠𝑠𝑠𝑠𝑠 z,z− /𝜏𝜏) 

Final loss term: ℒ𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 x,𝜃𝜃,𝜙𝜙 + 𝜆𝜆ℒ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐𝑐𝑐 x,𝜃𝜃,𝜙𝜙



Experiment: Setup
• DABS 1.0 and 2.0 benchmarks

• Various modalities: time-series, tabular, multi-spectral image, token, speech, and RGB image
• Various downstream tasks, including cross-domain tasks
• Multi-modal tasks to verify the possibility for tackling unified SSL

10



Experiment: In-domain linear evaluation
• MetaMAE achieves state-of-the-art performance on in-domain linear evaluation

• MetaMAE achieves state-of-the-art performance on vision-language
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Experiment: Cross-domain linear evaluation
• MetaMAE achieves state-of-the-art performance on cross-domain linear evaluation

• MetaMAE can be transferred to various cross-domain transfer learning scenarios across the modalities
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Conclusion
We propose MetaMAE: a novel and effective modality-agnostic SSL framework

• We interpret mask reconstruction task of MAE as a meta-learning
to suggest an integration with advanced modality-agnostic meta-learning methods

• We show that MetaMAE significantly improves the performance across a diverse range of modalities
• We verify the possibility of MetaMAE for tackling unified multi-modal SSL

Thank you for your attention!
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