
Notation for meta-learning. 𝒮𝒮 ∪ 𝒬𝒬 ∼ 𝒯𝒯 where 𝒮𝒮 is a Support set (or train data) 
and 𝒬𝒬 is a Query set (or test data) for a sampled task 𝒯𝒯.

Amortization-based meta-learning utilizes model (or memory) for meta-leaner:
• 𝒮𝒮 ∪ 𝒬𝒬 = x𝑖𝑖 , y𝑖𝑖 𝑖𝑖=1

𝑁𝑁 ∼ 𝒯𝒯: Sampling task (# task = 1)
• 𝒵𝒵 = 𝑓𝑓𝜃𝜃(𝒮𝒮): Memory
• y(𝑞𝑞) = 𝑔𝑔𝜙𝜙 x(𝑞𝑞);𝒵𝒵
Task formulation of MAE with batch size 1:

• Tokenize x ≔ 𝑚𝑚, �x 𝑚𝑚
𝑚𝑚=1
𝑀𝑀

= 𝒮𝒮x ∪ 𝒬𝒬x
• 𝒵𝒵x = 𝑓𝑓𝜃𝜃(𝒮𝒮x)
• �x 𝑞𝑞 = 𝑔𝑔𝜙𝜙

𝑞𝑞 𝒵𝒵x ≔ 𝑔𝑔𝜙𝜙 𝑞𝑞;𝒵𝒵x

Modality-agnostic SSL learns representation without modality-specific inductive 
bias, allowing pretraining for new domains. They often construct patch-level 
pretext tasks (ShED) or utilize mask (Capri, MAE) [1-2].

Masked Auto-Encoder (MAE) is a powerful SSL for various domains without 
needing domain-specific bias: mask prediction task.
• Image (MAE [3]), Language (BERT [4]), Tabular (Met [5]), …

Observation: MAE with a proper decoder size outperforms previous approaches

Key idea: Interpreting MAE as an amortization-based meta-learner and 
leveraging the advances of meta-learning.
• Gradient-based meta-learning on latent to improve the task adaptation process
• Task contrastive learning to better encode the task knowledge

Modality-Agnostic Self-Supervised Learning with
Meta-Learned Masked Auto-Encoder

TL; DR. Interpreting MAE through meta-learning and applying advanced meta-learning techniques
to improve unsupervised representation of MAE on arbitrary modalities.
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Summary of Contribution
We propose MetaMAE, an effective modality-agnostic self-supervised learning 
framework. We interpret mask reconstruction task of MAE as a meta-learning to 
suggest an integration with advanced modality-agnostic meta-learning methods.
Extensive experiments demonstrate that
1. MetaMAE significantly improves the performance of modality-agnostic SSL 

across a diverse range of modalities
2. MetaMAE can extend toward multi-modal scenarios

MetaMAE consistently and significantly outperforms prior modality-agnostic SSL in 
(a) in-domain and (b) cross-domain linear evaluation.

Interpreting MAE through meta-learning
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Research Question 1: Is MAE indeed a modality-agnostic?

Research Question 2: How to improve MAE in a modality-agnostic manner?
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Method: MetaMAE
Integration of two advanced meta-learning techniques to enhance MAE:

1. Latent adaptation via gradient-based meta-learning.
Reconstructing 𝒬𝒬x from task-specific latent: 𝒵𝒵x∗ = 𝒵𝒵x − 𝛼𝛼∇𝒵𝒵xℒ𝑀𝑀𝑀𝑀𝑀𝑀(𝜃𝜃,𝜙𝜙; 𝒮̃𝒮x)
where 𝒮̃𝒮x = 𝒮𝒮x ∪𝒩𝒩(𝒮𝒮x; 𝑟𝑟) and 𝒩𝒩(𝒮𝒮x; 𝑟𝑟) bridges the gap between the latents.

• ℒ𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 x,𝜃𝜃,𝜙𝜙 = ∑(𝑞𝑞,�x 𝑞𝑞 )∈𝒬𝒬x 𝑑𝑑(�x 𝑞𝑞 ,𝑔𝑔𝜙𝜙
𝑞𝑞 𝒵𝒵x∗ )

2. Task contrastive learning.
Contrastive learning on prototype representation of tasks.

• ℒ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐𝑐𝑐 x,𝜃𝜃,𝜙𝜙 = 1
2
𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐 zx; zx∗ ,𝒯𝒯\{zx∗ } + 𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐 zx∗ ; zx,𝒯𝒯\{zx}

where 𝒯𝒯 = ⋃x{zx, zx∗ } is a collection of all representations of tasks

Learning objective: ℒ𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 x,𝜃𝜃,𝜙𝜙 + 𝜆𝜆ℒ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐𝑐𝑐 x,𝜃𝜃,𝜙𝜙

(a)

(b)

MetaMAE can extend toward multi-modal scenarios

Component ablation shows the importance of each components.

Computation-efficiency

MetaMAE shows robust performance regardless of hyperparameter selection
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